On the use of ultrasound in speech communication systems
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1. Background and motivation

Traditionally, speech communication systems employ one or multiple air-conduction (AC) microphones to capture and process speech signals. These, however, are highly susceptible to background noise and reverberation. The performance of the corresponding systems therefore strongly depends on the acoustic characteristics of the environment in which they are being used. While numerous approaches to deal these problems have been investigated in the past \cite{1, 2}, a general solution does not exist and most solutions only work within certain constraints. This is especially the case for challenging environments - low signal-to-noise ratio (SNR), highly non-stationary noise or high reverberation. For this reason, researchers have started looking into sensors which are more robust to noise in so-called multi-modal speech communication systems. Such systems combine AC microphones with sensors like ultrasound, bone-conduction microphones, video cameras or electromyographs. In this work we use ultrasound as the additional modality. An advantage of ultrasound is that it is non-intrusive as opposed to bone-conduction microphones and electromyographs \cite{3–6}, since no skin contact is required. Also, ultrasound does not raise any privacy concerns unlike video \cite{7, 8}.

In the past, ultrasound sensors have been used successfully for voice activity detection \cite{9, 10} as well as speaker and speech recognition \cite{11–13}. Ultrasound-based speech communication systems are mostly set up so that the user is seated facing the sensor, which consists of an ultrasound receiver and an ultrasound transmitter. The transmitter emits an ultrasound signal which is reflected off the user’s face and recorded again by the receiver. This reflection contains information about the articulatory movements during speech production.

Previously, ultrasound sensors in multi-modal speech communication systems were evaluated under the assumption that only articulatory movements are captured. In real-world applications, however, this assumption is unrealistic. In this work we investigate this and other practical considerations relevant for ensuring high performance of an ultrasound-based speech communication system. This work builds up on the methods described in \cite{14}.

2. Ultrasound Doppler processing in realistic scenarios

Most ultrasound-based speech communication systems use Doppler sensing to capture articulatory information. Hereby, an ultrasound beam or carrier signal is emitted by a transmitter and its reflections off a moving surface are captured and analyzed by a receiver. These reflections can contain one or more frequency components outside of the emitted signal due to the Doppler effect, which describes the change in frequency of a sound wave after being reflected off a moving object. The resulting frequency, $f_r$, is given by

$$f_r = \frac{c + v}{c - v} f_c \approx \left(1 + \frac{2v}{c}\right) f_c = f_c + \Delta f, \quad (1)$$

where $f_c$, $v$, $c$ and $\Delta f$ are the frequency of the emitted carrier signal, the velocity of the moving object, the speed of sound and the Doppler shift resulting from the movement, respectively. Here, the moving surfaces of interest are moving articulators. An example of an ideal scenario where only articulatory movements are captured is shown in Fig. 1 for a 40 kHz carrier.

In practice, however, the ultrasound sensor will capture movements of any object illuminated by its beam, which can lead to non-articulatory movement artifacts in the reflection. In this contribution, we start with the reflection model presented in \cite{14}, which allows us to detect and compensate for these artifacts. Furthermore, we design and evaluate articulatory features that can be extracted from the ultrasound reflection. We investigate their robustness by comparing features resulting from utterances which require similar articulatory movements, e.g., the diphones /pa/ and /ba/. Additionally, we investigate changes in articulatory features of a speaker for different scenarios which can lead to changes in articulation, e.g., Lombard speech.

Finally, we investigate a new use case for ultrasound Doppler processing by employing extracted articulatory information directly in a speech enhancement system and discuss the potential of this approach.

Figure 1: Four utterances and the corresponding spectrogram of the ultrasound reflection. Articulatory information is encoded in the Doppler-shifted contributions around the carrier.
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